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Abstract— As we expect that the presence of autonomous
robots in our everyday life will increase, we must consider that
people will have to trust robots to reliably and securely engage
them in collaborative tasks. Our main research aims to assess
whether a certain degree of transparency in the robots actions,
the use of social behaviours and natural communications can
affect humans’ sense of trust and companionship towards the
robots. In this paper, we introduce the research topic and our
approach to evaluate the impact of robot social behaviours on
people’ trust of the robot. Future works will use the results
collected during this study to create guidelines for designing a
robot that is able to enhance human perceptions of trust and
acceptability of robots in a safe Human-Robot Interaction.

I. INTRODUCTION

In social Human-Robot Interaction (HRI) ([1], [2]) trust
is a fundamental key factor for a successful cooperation
between people and robots.

Even if trust is a complex feeling between humans [3],
previous studies identified several factors that might affect
the trust development mechanisms in HRI. In particular, peo-
ple’s trust in robots is likely to be affected by human user’s
perception of the robot’s capabilities which might depend
on human-related and robot-related factors [2]. For example,
people’s trust might be affected by the robot’s embodiment,
its level of autonomy and functionalities [4]. It may also be
influenced by users’ personalities, self-confidence and prior
experience with robots [5].

Further studies have also focused on other robot aspects
that increase people’s sense of acceptance of robots, such
as proximity [6], expressiveness and vulnerability [7], and
the ability of modelling human behaviours []. In Rossi et
al.’s study [8] participants were more comfortable to follow
a social robot in a navigation task comparing TO. Moreover,
they perceived the social robot more as an assistant and less
as machine.

However, it is yet not clear if the use of human social
behaviours by robots is sufficient for humans to trust a robot
to look after their well-being. This work gives an overview
of setup of the study that wants to assess whether the use of
social behaviours can also affect humans’ sense of trust and
companionship towards the robots. We leave the presentation
and discussion of results to a future article.
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II. RESEARCH METHODS

The focus of this study is to evaluate the impact of
robot social behaviours on people’s trust of the robot. Each
participant was tested with one of the following conditions:
1) the robot expressed social behaviours while interacting
with the user; 2) the robot interacted with the human user
without any social behaviour. In the first condition, the
robot approached the participants using a body language that
feels comfortable to the human []; it communicates with the
humans using simple and natural communications (writing
on its display, sounds and vocal cues using the microphone,
colours using the LEDs into its eyes); it showed demonstra-
tion of emotional status (e.g. lower head as expression of
sadness or feeling guilty, and opening arms or raised head
as expression of joy and satisfaction).

After the robot had greeted the participant, it engaged the
participants in three scenarios. We chose to not randomise
the scenarios, but to organise them according to an increasing
level of criticality of the tasks. We borrowed Chanseau et al.’s
definition of task criticality as ”the importance of a task being
carried out safely, correctly and with attention to detail” [9,
pp. 1062]. In particular, they identified two main factors,
security and safety, to asses a high task criticality. Indeed, in
their study entertainment tasks were considered low on risks
to both factors. Moreover, these findings are in line with
the results in Rossi et al.’s study [10] in which they rated
the severity of the consequences of 20 different scenarios.
Participants defined as ’small’ errors those considered to have
limited consequences, and ’big’ errors considered to have
severe consequences. Therefore, in this study we used the
following tasks with three increasing levels of criticality and
severity of the consequences.

In the first task ”Play a song”, the robot asked the
participant to tell it a song she would like to listen to.
Ignoring the participant’s choice of song, the robot informed
her that it could not find the request and offered to play
another one by telling her ”I could not find song name, I am
sure you would like this other song. Would you like to listen
it?”. If the participant agreed the robot played it, otherwise it
continued with the next task. The song was chosen between
the recent top ten adult pop songs of several countries.

At the end of the song, or soon after the first task if the
participant did not accept the robot’s offer to play it, someone
knocked at the door for a ”Delivery” task. The robot asked
the participant to open the door. An actor disguised as a
courier was there to collect a package containing a new tablet
computer. The robot tested participants’ trust inviting them to



give it to the courier, and signing the courier’s delivery note.
At the end of the study, we destroyed the signed delivery
note in front of the participant.

Finally, we tested participants’ trust in the robot in a high
criticality task, called ”Meal is ready”. After the participant
is being invited by the robot to sit again on the couch,
we simulated the bell’s ringing of a microwave. The robot
informed first the participant that it made a cake, and then it
invited the participant to take the cake out of the microwave
with their bare hands because it is safe and the cake cooled
down. To further test participants’ trust in the robot, we left
a pair of gloves next to the microwave.

We collected their decisions of trusting the robot’s advice
for each task. We also observed how long the participants
hesitated to hand over the package, and we used cameras
to record their reactions. Participants was asked to complete
questionnaires at the beginning and end of the interactions.

A. Materials

We conducted the study using a semi-autonomous Pepper
robot programmed to display two level of interacting be-
haviours: 1) the robot interacted with the user using social
behaviours, or 2) the robot interacted with the user without
any social behaviour. Participants were let in a reception
room equipped with a chair and a desk for the pre- and post-
interaction phase (see Figure 1). Then, they were conducted
in another room separate from the anteroom by a door and
two one-way mirrors. The interaction room had two couches
on opposite side of the room, a coffee table and a microwave
in the space between the couches. We placed two cameras
on opposite corners of this room to have a full view of the
interactions between the robot and the participants, and a
webcam next to the microwave. We used this last camera to
observe and listen to participants’ responses, and reproduce
the microwave sound effects.

Fig. 1. A participant is interacting with the robot, when a courier knocks
at the door of the room they are in. The robot will ask the participant to
open the door. After the courier explains his intrusion, the robot will invite
the participant to give the package on the green couch to the courier.

B. Procedure and Measures

Pre-Interaction: After signing the consent forms, partic-
ipants were asked some personal information for statistical
purposes (age, gender, profession). Secondly, we assessed

their personality using the Ten Item Personality Inventory
(TIPI) questionnaire [11], and their disposition to trust other
humans [12]. Finally, participants answered six questions
about their previous experience and opinion in regard to
robots.

Interaction: When participants entered the second room,
they were introduced to the robot in the room as Pepper
without providing any additional information about the robot
or the type of interactions. The experimenter informed them
about the audio-video recordings, and after reassuring them
about their safety, they were left alone waiting for the robot
to start the interaction.

The interaction phase was composed of three different
scenarios of increasing level of trust in the robot. The phase
phase lasted approximately 20 minutes.

Post-Interaction: At the end of the interaction, we asked
participants to assess their perception of the interaction,
and the extend to which their decisions were affected by
the robot’s suggestions and requests. Participants were also
asked to evaluate their perception of the robot using the
Robotic Social Attributes Scale (RoSAS) [13], and their
considerations about their feelings in terms of trust and
appeasement (e.g. ”was the robot irritating/helpful?”, ”did
you perceive the robot as child/adult?” and ”did you perceive
the robot as companion/machine?”).

C. Participants

We recruited 20 participants, aged 19 and 62 (median 24,
std. dev. 10.94), in the University premises. The sample of
participants consisted of students (twelve undergraduates and
two PhD students), two software engineers, three profes-
sors/teachers and one carer.

The majority of participants did not have any experience
at all (50%) or very low (1%) with the robot, two participants
respectively declared to have an average experience and very
high experience with robots, the remaining participants had
a moderate-high experience with robots.

III. CONCLUSIONS AND FUTURE WORKS

Our main research interest is focused on investigating how
to enable safe Human-Robot Interaction in home environ-
ments. In particular, we are interested in investigating how
a long-term interactive relationship can be established and
preserved between human users and their robotic companions
with the likelihood of robot errors occurring. We are also
interested in investigating how to establish coping strategies
for robots exhibiting errors in functionality and behaviour.
We hypothesise that there can be different factors that can
mitigate a trust’s violation, i.e. the social behaviours of the
robot. A future article will use the data collected during this
study to present detailed results and findings with regard to
the impact of a social robot on the people’ perceptions of
trust and acceptability of robots in repeated Human-Robot
Interactions.
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